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Abstract. This paper reports the results of a large randomized field experiment that investigates 

the extent to which nudges can stimulate student participation in teaching evaluations. The 

three nudges that we used were designed to either: (1) heighten students’ perceived impact of 

teaching evaluations, (2) communicate a descriptive norm of high participation, and (3) use the 

commitment-consistency principle by asking students to commit to participation. We find that 

none of the nudges were effective: all treatment effects are insignificant and close to zero in 

magnitude. Exploring heterogeneous treatment effects, we find evidence that the effectiveness 

of both the impact and commitment treatments differed across students. The impact treatment 

had a negative effect on the participation of bachelor-level students, but not on that of master-

level students. The commitment treatment increased participation among students with good 

average grades, whereas it decreased participation for students whose average grades were 

poor.  
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1. Introduction 

Student evaluations of teaching (SETs) are widely used to measure teaching quality in higher 

education. The outcomes of such evaluations are consequential for both faculty and institutions: 

SETs affect faculty hiring, retention, promotion, and tenure decisions, as well as student 

enrollment numbers and the position of institutions in rankings and government audits (Becker 

and Watts 1999; Johnson 2000; Becker et al. 2012; Alter and Reback 2014). 

A fundamental issue with SETs, which are increasingly being administered using online 

surveys, is that participation rates are often low (Dommeyer et al. 2004; Avery et al. 2006; 

Adams and Umbach 2012; for a review, see Spooren et al. 2013). These low response rates call 

into question the extent to which such evaluations reflect the overall opinion (Nulty 2008; Goos 

and Salomons 2017). Indeed, studies have found that respondents and non-respondents to SETs 

differ across a range of characteristics (Kherfi 2011; Adams and Umbach 2012; Spooren and 

Van Loon 2012; Goos and Salomons 2017). Several suggestions have been made to increase 

participation rates, of which explicit grade incentives have proven to be most effective 

(Johnson 2003; Dommeyer et al. 2004; Goodman et al. 2015; Sundstrom et al. 2016; Alvero et 

al. 2019; Lipsey and Shepperd 2020). However, many institutions and instructors are hesitant 

to adopt grade incentives out of ethical considerations or concerns about response validity. As 

a result, low participation rates remain a problem in many institutions. 

In the present paper, we report on a large-scale randomized field experiment aimed at 

increasing participation rates in online SETs at the Erasmus School of Economics in the 

Netherlands. In our experiment, we nudged students to complete the online course evaluations 

by manipulating the email messages that invited them to do so. Influencing behavior through 

such “messaging nudges” has grown popular among policymakers, as these interventions can 

be easily implemented at virtually no additional cost using existing communication 

infrastructures.1 In the context of SETs, messaging nudges may provide a feasible alternative 

to explicit grade incentives. 

 
1 Messaging interventions informed by behavioral insights have, for instance, been used by government agencies 
across the globe to affect outcomes in a broad set of policy areas. Examples include labor market and education 
decisions (invigorating job search by the unemployed, reducing attrition in adult education programs, increasing 
college enrollment of low-income students, reducing discrimination in hiring), economic growth (increasing 
uptake of government subsidies by small businesses), health and retirement choices (reducing smoking, increasing 
organ donations, expanding participation in retirement savings and health insurance plans, improving the 
efficiency of public hospitals, increasing early detection rates of cancer, and discouraging unnecessary 
prescription of antibiotics and controlled substances), and tax compliance, debt recovery, and collection of court 
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A large body of evidence demonstrates that simple, low-cost messaging nudges can increase 

prosocial behavior in a variety of domains, such as energy conservation (e.g., Nolan et al. 2008; 

Allcott 2011; Ayres et al. 2013; Allcott and Rogers 2014), environmental protection (e.g., 

Cialdini et al. 1990; Goldstein et al. 2008; Schultz et al. 2008), charitable giving (e.g., Shang 

and Croson 2009; Bartke et al. 2017), and tax compliance (e.g., Kettle et al. 2016; Hallsworth 

et al. 2017; Bott et al. 2020). Participation in SETs and, more generally, people’s voluntary 

participation in surveys aimed at eliciting public opinion or satisfaction is another natural 

domain where messaging nudges can potentially be applied to increase prosocial behavior and 

thus improve the public good.2   

In our experiment, we employed three popular messaging nudges to increase students’ 

voluntary participation in course evaluations. In particular, the email messages that students 

received were designed to either (1) heighten the perceived impact of evaluations (impact 

treatment), (2) highlight that the majority of students complete the evaluations (peer treatment), 

or (3) use the commitment-consistency principle by asking students to commit to participation 

(commitment treatment). Students in the control treatment received an email containing routine 

information about when and where to provide their evaluations.3  

Our paper makes contributions to three strands of literature. First, we add evidence from a field 

experiment to the literature on the effectiveness of messaging nudges in a to-date relatively 

unexplored application domain. As SETs and other evaluation surveys (e.g., customer 

satisfaction surveys) are increasingly being administered using online questionnaires that suffer 

from low participation rates, messaging nudges seem like a natural and promising way to 

increase participation. Second, our study contributes to the literature in higher education that 

aims to identify strategies for improving students’ participation in teaching evaluations. To 

date, this literature has relied chiefly on observational or qualitative data (for a review, see, 

e.g., Nulty 2008). Existing experiments have focused on instructor-led interventions, 

particularly on the effect of offering grade incentives (e.g., Dommeyer et al. 2004; Sundstrom 

et al. 2016; Alvero et al. 2019; Lipsey and Shepperd 2020). Our study complements this 

literature by providing evidence for the effectiveness of messaging nudges sent by the 

 
fines (The Behavioral Insights Team, 2016, 2017, 2019; National Science and Technology Council, Executive 
Office of the President, 2016). 
2 We are implicitly considering only unpaid participation in surveys, of which SETs are an example. Such 
participation can be argued to be a contribution to the public good, where the public good concerns the accuracy 
of the information elicited through surveys such as the SETs. 
3 This information was also present in the other three treatments (explained in Section 2). Hence, the treatments 
added particular pieces of information to the email that was used in the control treatment. 
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University administration to students directly. Such messages, which do not require the 

involvement of individual instructors, have the potential benefit that they can be more easily 

applied at scale than instructor-led interventions. Furthermore, the fact that the messaging 

nudges in our study have been applied independently of instructors rules out any possible 

selection or demand effects caused by instructors’ support for the interventions or their 

awareness of the hypotheses being tested. Finally, our experimental setting allows us to study 

the heterogeneity of the effects of nudges along several factors shown to be significant 

correlates of SETs participation. We can, thus, contribute to the strand of literature that attempts 

to understand which types of nudging interventions work for whom and when (e.g., Allcott 

2011; Chong et al. 2015; Costa and Kahn 2013). 

Overall, we find that the messaging nudges did not increase students’ participation in the course 

evaluations. Neither informing students about the impact of evaluations, nor indicating a 

descriptive norm of participation, nor inviting them to commit to participation positively 

impacted students’ overall likelihood of completing their course evaluation surveys. Exploring 

heterogeneous treatment effects, we find evidence that the effectiveness of the impact and 

commitment treatments differed across students. The impact treatment decreased the 

participation of students in bachelor-level courses but not for students in master-level courses. 

The commitment treatment increased participation among students with good average grades, 

whereas it decreased participation for students whose grades were poor. 

The paper proceeds as follows. Section 2 describes our experimental design and data. Our 

results are presented in section 3. Section 4 discusses our results and concludes. The appendix 

contains the details of our experimental treatments and supplementary analysis. 

2. Experiment and Data 

2.1 Experiment 

The experiment took place in the 2013-2014 academic year at the Erasmus School of 

Economics (ESE) in collaboration with the school’s Education Service Center.4 Our 

 
4 For the type of social science experiment that we report on in this paper, ethical approval was not commonly 
required in the Netherlands at the time (in contrast to some other countries, such as the US). Therefore, we did 
not request ethical approval prior to conducting this experiment. It is worth emphasizing that the experiment did 
not fundamentally change the way SETs were conducted at the University. Instead, it only involved relatively 
small tweaks to the email messages inviting students to participate. The information provided to the students was 
always true; no deception took place. 
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experiment included all 3,485 bachelor and 1,552 master students enrolled at ESE and covered 

all 176 bachelor and 118 master courses offered during that academic year.  

The academic year at ESE is organized into five blocks. Courses begin and end within a block. 

At the end of each block, students are asked to evaluate the quality of the courses that they 

attended by filling out an online survey. Participation in the evaluation surveys is voluntary, 

and participation rates are generally low, averaging roughly 25% for the ten blocks (two 

academic years) that preceded the year in which our experiment took place. 

The evaluation surveys are administered through ESE’s online platform for communication 

and course registration. One week before the end of a block, students receive an email message 

announcing the opening of the surveys and giving instructions about where to access the 

surveys. Students receive a second (identical) email message reminding them to fill out the 

surveys one week before closing. The surveys remain open for three weeks in total.  

At the beginning of the academic year, all students registered on ESE’s online platform were 

randomly assigned to one of the four treatments: control, impact, peer, and commitment.5 Thus, 

the treatment assignment was on the student level. The treatment assignment remained 

unchanged throughout the year: students received the same type of messaging nudge 

throughout the five blocks of the academic year. 

Our experimental treatments varied the text of the email messages sent to students, leaving the 

emails’ timing and frequency unchanged. The email message in the control treatment contained 

a standard text informing students about the survey opening date, closing date, and where to 

find the surveys. The emails in the nudge treatments contained the same basic text information 

as in the control treatment but added particular pieces of information aimed at increasing 

participation rates. All treatment emails are reproduced in Appendix A (see Figures A1-A4). 

The impact treatment was designed to stress the meaningfulness of the course evaluation. 

Students were informed that their feedback would be used to help improve teaching and to 

reward good lecturers. Meaning as an incentive has been found to lower reservation wage and 

increase labor supply in laboratory settings (Ariely et al. 2008), to improve job performance of 

charity fundraising callers (Grant 2008), and to increase job performance of students doing a 

data-entry job (Kosfeld et al. 2017). Research on student motivation for completing SETs 

 
5 This was done by first ranking the student numbers of all the registered students, and then assigning every four 
students into the four treatments respectively. 
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suggests that students’ expectations concerning the impact of their evaluations (or lack thereof) 

are important for their decisions to participate (Spencer and Schmelkin 2002; Chen and 

Hoshower 2003). Although providing information about the impact of SETs has been 

frequently advised as a strategy for increasing participation rates (Johnson 2003; Nulty 2008; 

Chapman and Joines 2017), there has been little evidence of the extent to which such 

information increases participation rates. A notable exception is provided by Alvero et al. 

(2019), who, using a convenience sample, found that informing students about the importance 

of SETs did not increase participation rates. Our study tests this hypothesis using a large sample 

that includes all registered students at the Erasmus School of Economics. 

Our peer treatment pointed out that in some courses over 80 percent of students participated in 

the SETs. Although participation rates in the evaluation surveys tend to be low overall, some 

courses have high participation rates. This allowed us to conduct the peer treatment without 

deception. The fraction of peers who evaluate a course is considered to be a descriptive norm. 

It has been well established that people tend to conform to descriptive norms, i.e., they follow 

the behavior that they perceive to be typical. Descriptive social norms have been found to 

influence cooperation and punishment in social dilemma games (Von Borgstede et al. 1999; 

Parks et al. 2001, Li et al. 2021), substance abuse among college students (for a review, see 

Perkins 2003), environmental and resource conservation (for a review, see Farrow et al. 2017), 

tax compliance (Kettle et al. 2016; Hallsworth et al. 2017), and voting (Gerber and Rogers 

2009). In the context of survey participation, Misra et al. (2012) effectively used a descriptive 

social norm to increase participation in an evaluation survey among attendees of a scientific 

conference. Therefore, one would expect that students who learn that many of their fellow 

students participate in SETs would be more likely to participate themselves. 

Our commitment treatment is based on the commitment-consistency principle, which states 

that people are more likely to behave in ways that are congruent with a position that they have 

previously endorsed (Aronson 1992; Cialdini 2007). In the commitment treatment, the first 

email served as the commitment device and asked students to indicate whether they intended 

to fill out the evaluation surveys. The second email was a simple reminder to perform the 

survey and was identical to the message sent in the control treatment. Commitment treatments 

similar to ours have been employed to stimulate healthy behaviors (e.g., Sandberg and Conner 

2009; Bernstein et al. 2009) and voting (e.g., Greenwald et al. 1987; Smith et al. 2003; Mann 

2005; Nickerson and Rogers 2010). These studies report either positive or insignificant 

treatment effects.  
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The commitment mechanism in our experiment technically allowed for a commitment not to 

participate (students could respond with a “no” to the question of whether they intended to 

participate). It was, therefore, in principle possible that the treatment would decrease 

participation. However, we hypothesized that the average participation rate should be higher 

in the commitment treatment than in the control treatment. Our hypothesis was grounded in the 

following logic: we expected that most students are not strongly opposed to participating in the 

course evaluations and that if students were to respond to the commitment message, they would 

overwhelmingly respond with a “yes” rather than a “no”. Furthermore, we expected that 

students who had ignored the commitment request would not be less likely to participate than 

if they had received the standard message. 

2.2 Data 

Our primary outcome variable is whether a student completed the course evaluation survey. In 

particular, we look at every participation decision that every student had to make over the five 

blocks of the academic year in consideration. The number of times a particular student appears 

in our data set depends on the number of courses the student attended during the academic year. 

Because students sometimes do not attend a course they have registered for, we only consider 

courses in which they obtained a final grade (which could be a failing grade).6 

In addition to whether or not each student completed the evaluation survey for each attended 

course, we gathered data on several student and course characteristics that are known to 

correlate with participation in SETs. In particular, we gathered data on students’ grades for 

each course, whether the course was at the bachelor-level or the master-level, and the size of 

the course. Using the students’ grades for each course, we computed their average grades in 

the academic year as a proxy for their academic ability. Furthermore, we computed the 

deviation of students’ course grades from the students’ own average grades for the academic 

year to investigate whether students are more or less likely to evaluate courses in which their 

performance is relatively good or bad. Prior research has shown that students’ grade point 

average and course grade are positively related to participation in SETs (Layne et al. 1999;  

 

 
6 Students who did not obtain a final grade for a course were unlikely to evaluate the course. They only did so 10 
percent of the time as compared to 23 percent for students who did obtain a final grade. If we conduct the analyses 
including all students who registered for the course, we obtain similar results (see online Appendix). 
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Table 1. Summary statistics 

 Total Mean (std. dev.) by treatment 

 
Mean 
(std. 
dev.) 

Min Max Control Impact Peer Commit-
ment 

Average grade(a) 6.72 
(1.18) 1.00 9.84 6.76 

(1.20) 
6.67 

(1.20) 
6.77 

(1.15) 
6.69 

(1.18) 
        
Course grade (deviation 
from average)(b) 

0 
(1.09) -6.65 5.08 0 

(1.06) 
0 

(1.14) 
0 

(1.07) 
0 

(1.09) 
        

Course size 246 
(192) 6 703 250 

(192) 
248 

(193) 
236 

(186) 
250 

(195) 
        
Master (1 if master-level; 
0 if bachelor-level) 

0.25 
(0.43) 0 1 0.25 

(0.43) 
0.24 

(0.43) 
0.26 

(0.44) 
0.25 

(0.44) 
        
Number of 
observations(c) 30,221 7,775 7,432 7,520 7,494 

Note: 
(a) The assessment system in the Netherlands consists of grades from 1 (very poor) to 10 (outstanding). The grades 
1 to 3, 9, and 10 are seldom given. A minimum grade of 5.5 is required to pass a course. 
(b) Course grade is defined as the difference between the course grade and the student’s average grade (course 
grade – average grade student). By construction, this variable sums to zero. Hence, the average per treatment 
(and the overall average) is zero. 
(c) Because randomized treatment assignment was done at the student level and the number of courses varied 
across students, the number of observations is not equal across treatments.  

 

 

Kherfi 2011; Spooren and Van Loon 2012; Reisenwitz 2016), and that participation in SETs is 

higher in more advanced courses (Spooren and Van Loon 2012). For course size, there is some 

evidence that participation rates are lower in larger courses (Goos and Salomons 2017). 

Table 1 shows the summary statistics of our data. The average grade of a student deciding to 

complete a survey was 6.72 (out of 10). Course size varied between 6 and 703 students. 

Furthermore, 25 percent of the observations pertained to master-level courses, while 75 percent 

pertained to bachelor-level courses. Tests of equality of variable means across treatments 

provide no statistically significant evidence for imbalances in these observable characteristics 

(Average grade: clustered 𝐹(3,4567) = 1.95, 𝑝 = 0.119; Course grade (deviation from 

average): clustered 𝐹(3,4567) = 1.19, 𝑝 = 0.311; Course size: clustered 𝐹(3,4567) = 1.63, 

𝑝 = 0.180; Master: clustered 𝐶ℎ𝑖!(3) = 1.601, 𝑝 = 0.659).   
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To further assess the degree to which the covariates are balanced between treatments, we 

consider normalized differences: the difference in averages between two treatments, scaled by 

the square root of the sum of the (within-treatment) variances. We compute the normalized 

differences between the control treatment and each of the three other treatments for all 

covariates. As a rule of thumb, Imbens and Rubin (2015) suggest that if important covariates 

have a normalized difference greater than 0.25, then simple regression methods may be 

unreliable. The largest absolute value of the normalized differences that we observe is below 

0.1, suggesting that simple regression methods are sufficient to control for imbalances in 

covariates in our data.  The following section will report results of logistic regression analyses 

that control for possible imbalances in the observable correlates of student participation in 

SETs. 

3. Results 

Figure 1 shows the students’ rates of participation in the course evaluations across the four 

treatments. The participation rates in the four treatments were 23.69% (control), 21.58% 

(impact), 23.74% (peer), and 22.88% (commitment). In the commitment treatment, 12.21% of 

the students responded to the commitment email, of which 91.09% committed with a “yes”. 

Participation rates did not differ significantly across the four treatments (clustered 𝐶ℎ𝑖!(3) =

3.016, 𝑝 = 0.389). In binary comparisons, none of the treatments differed significantly from 

the control treatment (impact vs. control: clustered 𝐶ℎ𝑖!(1) = 2.250, 𝑝 = 0.134; peer vs. 

control: clustered 𝐶ℎ𝑖!(1) = 0.001, 𝑝 = 0.975; commitment vs. control: clustered 𝐶ℎ𝑖!(1) =

0.332, 𝑝 = 0.565). Directionally, the participation rates in both the impact treatment and the 

commitment treatment were even a bit lower than that in the control treatment. 

In order to control for (potential imbalances in) other factors that influence the participation 

rate and explore potential heterogeneous treatment effects, we conduct a logistic regression 

analysis. The dependent variable is a dummy variable that takes the value one if the student 

participated in the course evaluation and zero otherwise. We correct standard errors for 

clustering at the student level. 
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Figure 1. Participation rates by treatment 

 
Note: The confidence bars represent the 95% confidence intervals. 

 

 

Table 2, Model 1 only includes the treatment dummies and confirms that none of our nudges 

significantly affected student participation in course evaluations (all 𝑝 > 0.135). Table 2, 

Model 2 includes controls for the student’s average grade (centered on the student-level 

average 6.54), the course grade (measured as the deviation of the student’s grade for the course 

in question from the student’s average grade), the course size (log-transformed), the course 

level (bachelor vs. master), and the block in which the course took place. Again, we find 

insignificant treatment effects for all nudges (all 𝑝 > 0.310). In addition, we find that students 

with better average grades were more likely to complete course evaluations (𝑝 < 0.001). 

Moreover, the higher the course grade was relative to the student’s average grade, the more 

likely it was that the student participated in the SET for that course (𝑝 < 0.001). Model 2 also 

shows that students were less likely to complete evaluations for larger courses (𝑝 < 0.001). 

Master-level students did not differ significantly from bachelor-level students in their 

likelihood to evaluate courses (𝑝 = 0.209). Participation rates were highest in the first block 

of the year and lowest in the fifth (last) block. 
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Table 2. Logit regression results 

  
Dependent variable: Completed (1 if the student completed course 

evaluation, 0 otherwise) 
Model 1 

coeff (p-value) 
Model 2 

coeff (p-value) 
Model 3 

coeff (p-value) 
Impact -0.120 (0.137) -0.084 (0.313) -0.183 (0.647) 
Peer 0.003 (0.975) -0.006 (0.937) 0.328 (0.410) 
Commitment -0.045 (0.571) -0.017 (0.830) 0.236 (0.552) 

    
Average grade (centered)  0.458 (0.000) 0.354 (0.000) 
Course grade (deviation from 
average)  0.062 (0.000) 0.085 (0.000) 

Course size (log)  -0.128 (0.000) -0.081 (0.124) 
Master (1 if master-level)  0.080 (0.209) -0.096 (0.440) 

    
Average grade * impact   0.063 (0.430) 
Average grade * peer   0.132 (0.086) 
Average grade * 
commitment   0.246 (0.002) 

    
Course grade * impact   -0.032 (0.309) 
Course grade * peer   -0.055 (0.070) 
Course grade * commitment   -0.006 (0.846) 

    
Course size * impact   -0.010 (0.894) 
Course size * peer   -0.094 (0.204) 
Course size * commitment   -0.078 (0.287) 

    
Master * impact   0.409 (0.021) 
Master * peer   0.244 (0.168) 
Master * commitment   0.067 (0.707) 
    
Block 2  -0.274 (0.000) -0.274 (0.000) 
Block 3  -0.204 (0.000) -0.203 (0.000) 
Block 4  -0.207 (0.000) -0.204 (0.000) 
Block 5  -0.773 (0.000) -0.772 (0.000) 
    
Constant -1.170 (0.000) -0.501 (0.002) -0.639 (0.024) 
    
Level of clustering student student student 
Number of observations 30,221 30,221 30,221 
McFadden pseudo R-squared 0.0004 0.0535 0.0561 

 

Because the logistic regression model coefficients are not easy to interpret, Figure 2 displays 

the average marginal treatment effects implied by Models 1 and 2. As shown in Figure 2, the 

marginal effects of our nudge treatments on students’ likelihood of participation are close to 

zero across the board. By contrast, the marginal effects estimated for changes in the students’ 

average grades, students’ course grades, the course sizes, and the academic blocks are non-zero 

and tend to be larger in magnitude than the treatment effects. 
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Figure 2. Average marginal effects implied by Model 1 and Model 2 

 
Note: Nodes show the average marginal effects on students’ likelihood of participation in the course 
evaluations. Lines indicate the 95% confidence intervals for the marginal effects. 

 

Table 2, Model 3 explores interactions of each of the nudge treatments with the average grade, 

the course grade, the course size, and the course level (master vs. bachelor). Overall, adding 

these twelve interactions significantly improves model performance (𝐶ℎ𝑖!(12) = 24.86,	

𝑝 = 0.016). Exploring interactions in more detail, we observe that course size did not 

significantly interact with any of the treatments (all 𝑝 > 0.200). The course grade also did not 

significantly interact with the nudge messages (all 𝑝 > 0.070). However, master-level students 

appear to have been more positively influenced by the impact treatment than students attending 

bachelor-level courses (𝑝 = 0.021). Finally, there is evidence that the commitment treatment 

was more effective for students with higher average grades (𝑝 = 0.002).  

Given that we are simultaneously testing twelve different interactions, we need to account for 

multiple hypothesis testing. Both the interaction of the impact treatment with course level and 

the interaction of the commitment treatment with average grade remain significant after 

applying the Romano-Wolf multiple-hypothesis correction (Clarke et al. 2020; see also 

Romano et al. 2010). Figures 3 and 4 illustrate these interactions.  

 

Impact treatment

Peer treatment

Commitment treatment

Average grade (centered)

Course grade (deviation from average)

Course size (log)

Master

Block 2

Block 3

Block 4

Block 5

ï.15 ï.1 ï.05 0 .05 .1 .15
Average Marginal Effect

Model 1 Model 2
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Figure 3. Impact treatment effects for bachelor-level and master-level courses (Model 3 
estimates) 

 
Note: The confidence bars represent the 95% confidence intervals. Estimates are obtained from Model 3 of 
Table 2. 

 

Figure 3 plots the estimated average effects of the impact treatment for bachelor vs. master-

level courses. We observe that the estimated effect size is negative for students attending 

bachelor-level courses but positive for students attending master-level courses. However, only 

the negative effect for bachelor students is statistically significant (exact estimates are in 

Appendix B, Table B1). 

Figure 4 plots the estimated average effects of the commitment treatment as a function of the 

student’s average grade. We observe that the commitment treatment increased the predicted 

likelihood of participation of students with good average grades. In contrast, the commitment 

treatment decreased the participation likelihood of students with poor average grades (exact 

estimates are in Appendix B, Table B2). Exploring the commitment treatment in more detail, 

we observe that students with higher average grades responded more positively at each stage 

of the commitment treatment process. Compared to students with poor average grades, students 

with high grades were: (i) more likely to respond to the commitment email; (ii) conditionally 

on responding, more likely to respond in the affirmative; and (3) more likely to meet their 

commitment and complete the course evaluation after they had committed (see Appendix B, 

Table B3). 
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Figure 4. Commitment treatment effects as a function of average grade (Model 3 estimates) 

 
Note: Solid line plots the estimated marginal effects of the commitment treatment dummy. Dashed lines 
indicate the 95% confidence intervals. Estimates are obtained from Model 3 of Table 2. 

 

4. Discussion and Conclusion 

We conducted a field experiment that tests the efficacy of three low-cost messaging nudges in 

encouraging students’ participation in the online evaluation of their courses. Our nudges were 

designed to enhance students’ perceived impact of their participation, to signal that 

participation was the descriptive norm, and to elicit a commitment to participate from students. 

Overall, we find that none of the nudges significantly increased participation rates. 

Our finding that impact information was insignificant in raising participation in course 

evaluations is consistent with that of Alvero et al. (2019)—the only other experimental study 

that we are aware of, which tested the efficacy of impact information in raising student 

participation in SETs. An exploration of heterogeneous treatment effects further suggested that 

the impact information may have even had a negative effect on the participation of students 

attending bachelor-level courses, but not on that of students attending master-level courses. 

These results are surprising given that students who are asked about their motivation to 

complete SETs often state that the perceived impact is an important motivator (Spencer and 

Schmelkin 2002; Chen and Hoshower 2003). One interpretation is that providing students with 
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simple impact information is insufficient to alter students’ perceived impact of SETs. 

Alternatively, it may also be that students are not actually as motivated by the impact of their 

course evaluations as they say they are, echoing a similar dissonance between claimed and 

revealed importance of the factors that motivate pro-environmental behavior (Nolan et al. 

2008). 

To the best of our knowledge, this paper is the first to explore the power of descriptive norms 

to raise participation in SETs. We do not find descriptive norms to be effective in raising 

student participation in evaluations. Our study is not the first to find null effects for nudges 

relying on descriptive norms. For instance, Chabé-Ferret et al. (2019) used descriptive norms 

to nudge farmers in south-western France to reduce their irrigation water consumption and 

found the overall treatment effects to be insignificant (for reviews, see Farrow et al. 2017; 

Hummel and Maedche 2019). 

The consistency principle underlying our commitment treatment is well-known in psychology 

(Festinger 1957; Aronson 1992). The commitment treatment has been shown to influence 

behavior in various domains (for a review, see Wilding et al. 2016). However, to date, the 

principle has not been tested for its efficacy in increasing survey participation. Our overall 

finding is that the commitment treatment did not significantly increase students’ participation 

in the course evaluation surveys. Exploring heterogeneous treatment effects, we find evidence 

that the effectiveness of the commitment treatment differed across students: it increased 

participation of students with good average grades, whereas it decreased participation for 

students whose grades were poor. 

In general, a commitment treatment’s efficacy relies on sufficiently high commitment rates, in 

addition to the strength of the commitment-consistency principle. Previous studies reporting 

significant effects of the commitment treatment often show high rates of commitment. For 

instance, Baca-Motes et al. (2013) conducted a field experiment showing a significant 

commitment effect on hotel guests’ pro-environmental behavior. In their experiment, 

commitment rates were high: over 80 percent of all targeted guests agreed to commit. In our 

experiment, the commitment rate among students was 11 percent (the response rate to the 

commitment email was 12 percent, and 91 percent of the responders committed with a “yes”). 

This low commitment rate was likely an important reason for our overall null effect. It is well 

possible that alternative implementations of the commitment treatment, in particular an 

implementation in which students commit to participation in the SETs in a personal interaction 



16 
 

with the instructor, would produce higher commitment rates. However, such an implementation 

would also be significantly more costly, as it requires a time investment from the instructor to 

obtain commitments from students personally. Our results highlight a possible drawback of 

commitment nudges: they rely heavily on the initial commitment, and such a commitment may 

be harder to obtain than previously discussed. 

An issue that underlies all messaging-based nudge treatments is the difficulty of ensuring that 

the target audience reads the message. Only those who read the message can be affected by it, 

and the observed treatment effect will therefore be proportional to the rate by which the 

audience reads the message. In our study, the messaging nudges were incorporated into formal 

email messages from the university. The university uses such emails to communicate all 

essential administrative information to students. Therefore, widespread inattention to such 

emails seems unlikely. However, we cannot rule out that a non-negligible fraction of students 

ignore these formal emails (potentially after a quick screening to judge the importance of the 

email) and that inattention to the nudge messages is one of the mechanisms that is driving the 

overall null results that we observe. 

It is worth emphasizing that our experiment was well powered to detect even small (observed) 

effect sizes. For instance, if the true overall effect size was just 2.5 percentage points 

(corresponding to a situation where 50% of students ignore the nudge message and where the 

nudge effect size is 5 percentage points), we would have a 95 percent chance of rejecting the 

null hypothesis at the five percent level. If the true overall effect size was only 2 percentage 

points, we still would have a probability of over 80 percent of rejecting the null at the five 

percent level. Thus, the fact that we find null effects on aggregate suggests that the messaging 

nudges were not effective in this setting. 

Our results show that nudges that have been documented to work well in the literature were 

not effective when applied to increase student participation in SETs. In doing so, our study 

adds to evidence suggesting that nudges may not always be as effective as sometimes claimed 

in the literature. Recently, DellaVigna and Linos (2020) reviewed evidence from all published 

and unpublished large-scale nudge trials conducted by two major nudge units in the United 

States. Comparing the nudge effects found in these large-scale trials to the effects of the nudges 

documented in the academic literature, the authors find that the average effect sizes in the large-

scale field trials are much smaller than those reported in the literature and that publication bias 

explains a large share of the gap. Sanders et al. (2018) describe the systemic barriers that 
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discourage the publication of field studies conducted in government agencies, especially when 

these concern null results. 

The efficacies of particular nudge interventions likely depend on a host of factors, including 

the characteristics of the group being nudged and the behavioral domain being targeted. 

Ultimately, a deeper understanding of which types of nudges work under which conditions can 

only be achieved when sufficient evidence from more varied groups and behavioral domains 

accumulates. Our results add to this evidence. 
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Appendix A. Treatment Email Messages 

Figure A1. Email message in the control treatment 

Note: Students received two emails identical in content. The first email was sent at the opening of the evaluation 
surveys. The second (reminder) email was sent one week before the closing of the surveys. 
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Figure A2. Email message in the impact treatment 

Note: Students received two emails identical in content. The first email was sent at the opening of the evaluation 
surveys. The second (reminder) email was sent one week before the closing of the surveys. 
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Figure A3. Email message in the peer treatment 

Note: Students received two emails identical in content. The first email was sent at the opening of the evaluation 
surveys. The second (reminder) email was sent one week before the closing of the surveys. 
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Figure A4. Email message in the commitment treatment 

Note: Students received two emails. The first email (A) was sent at the opening of the evaluation surveys. The 
second (reminder) email (B) was sent one week before the closing of the surveys. 

(A) First email in commitment treatment 

 

 

 

(B) Second email in commitment treatment (identical to email in control treatment) 
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Appendix B. Supplementary Analyses 

Table B1. Impact treatment effects (on the likelihood of participation) as a function of 
course level 
 Avg. marginal effect in percentage points (p-value) 

Master 0 -3.410 (0.041) 
1 3.541 (0.156) 

 

Table B2. Commitment treatment effects (on the likelihood of participation) as a function 
of average grade 
 Avg. marginal effect in percentage points (p-value) 

Average grade 

1 -2.897 (0.015) 
2 -3.706 (0.009) 
3 -4.525 (0.005) 
4 -5.124 (0.003) 
5 -5.078 (0.003) 
6 -3.764 (0.012) 
7 -0.546 (0.706) 
8 4.711 (0.068) 
9 11.094 (0.013) 

10 16.790 (0.006) 
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Table B3. Logit regression results for models exploring the mechanisms within the 
commitment treatment 

coeff 
(p-value) 

Dependent variable 

Responded to 
commitment 

email 

Responded 
with “yes” (if 

responded) 

Completed 
evaluation (if 

responded with 
“yes”) 

Completed 
evaluation (if did not 

respond to 
commitment email) 

Average grade 
(centered) 

0.581 
(0.000) 

0.261 
(0.072) 

0.423 
(0.001) 

0.490 
(0.000) 

Course grade 
(deviation from 
average grade) 

-0.007 
(0.750) 

0.092 
(0.409) 

-0.067 
(0.426) 

0.128 
(0.000) 

Course size (log) -0.004 
(0.957) 

-0.381 
(0.090) 

-0.144 
(0.258) 

-0.208 
(0.000) 

Master (1 if 
master-level) 

-0.332 
(0.062) 

0.289 
(0.573) 

0.079 
(0.789) 

0.187 
(0.169) 

     

Block 2 -0.432 
(0.000) 

0.291 
(0.431) 

0.273 
(0.305) 

-0.410 
(0.003) 

Block 3 -0.775 
(0.000) 

0.625 
(0.201) 

1.379 
(0.000) 

0.089 
(0.460) 

Block 4 -0.849 
(0.000) 

0.171 
(0.743) 

1.450 
(0.001) 

0.039 
(0.748) 

Block 5 -1.265 
(0.000) 

0.426 
(0.628) 

1.022 
(0.134) 

-0.410 
(0.020) 

     

Constant -1.463 
(0.002) 

3.962 
(0.003) 

1.498 
(0.034) 

-0.858 
(0.006) 

     
Level of 
clustering student student student student 

Number of 
observations 7,494 1,014 927 6,480 

McFadden pseudo 
R-squared 0.0703 0.0475 0.0908 0.0643 
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Students do not attend all courses for which they register. Therefore, in the paper, we restricted 

our sample to the set of courses for which the student obtained a final grade (which could be a 

failing grade) rather than all courses for which the student registered. Students who did not 

obtain a final grade for a course were unlikely to evaluate that course. They only did so 10 

percent of the time compared to 23 percent for students who did obtain a final grade. As a 

robustness check, this online Appendix presents the analyses when we consider all courses for 

which a student registered. 

Now that we consider all courses for which a student registered, we define course size as the 

number of students who registered for the course, instead of the number who got a final grade 

as we did in the paper. The average grade of a student is the average of all the grades obtained 

(omitting the courses where she registered but did not get a final grade) and could be a missing 

value. Course grade (deviation from average) is a missing value for courses for which the 

student did not obtain a grade. 

Table OA.1 shows the summary statistics. The average grade of a student deciding to complete 

a survey was 6.64 (out of 10). Course size varied between 3 and 864 students. Furthermore, 23 

percent of the observations pertained to master-level courses, while 77 percent pertained to 

bachelor-level courses. Tests of equality of variable means across treatments provide no 

statistically significant evidence for imbalances in these observable characteristics (Average 

grade: clustered 𝐹(3,4567) = 1.69, 𝑝 = 0.167; Course grade (deviation from average): 

clustered 𝐹(3,4567) = 1.19, 𝑝 = 0.311; Course size: clustered 𝐹(3,4805) = 2.00, 𝑝 =

0.111; Master: clustered 𝐶ℎ𝑖!(3) = 1.935, 𝑝 = 0.586). The largest absolute value of the 

normalized differences that we observe is below 0.1, lower than the 0.25 threshold suggested 

by Imbens and Rubin (2015), suggesting that simple regression methods are sufficient to 

control for imbalances in covariates in our data. 
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Table OA.1. Summary statistics 

 Total Mean (std. dev.) [number of missing values, if 
any] by treatment 

 

Mean 
(std. dev.) 
[number of 

missing values, 
if any] 

Min Max Control Impact Peer Commit-
ment 

Average grade 
6.64 

(1.24) 
[573] 

1.00 9.84 
6.69 

(1.25) 
[182] 

6.59 
(1.23) 
[148] 

6.68 
(1.21) 
[134] 

6.60 
(1.25) 
[109] 

        

Course grade 
0 

(1.09) 
[6,242] 

-6.65 5.08 
0 

(1.06) 
[1,572] 

0 
(1.14) 
[1,571] 

0 
(1.07) 
[1,598] 

0 
(1.09) 
[1,501] 

        

Course size 301 
(232) 3 864 305 

(232) 
302 

(233) 
289 

(225) 
309 

(237) 
        

Master 0.23 
(0.42) 0 1 0.23 

(0.42) 
0.22 

(0.41) 
0.24 

(0.43) 
0.24 

(0.42) 
        
Number of 
observations 36,463 9,347 9,003 9,118 8,995 

 

Figure OA.1 shows the students’ rates of participation in the course evaluations across the four 

treatments. The participation rates in the four treatments were 21.41% (control), 19.48% 

(impact), 21.48% (peer), and 20.68% (commitment). In the commitment treatment, 11.54% of 

the students responded to the commitment email, of which 90.79% committed with a “yes”. 

Participation rates did not differ significantly across the four treatments (clustered 𝐶ℎ𝑖!(3) =

2.984, 𝑝 = 0.394). In binary comparisons, none of the treatments differed significantly from 

the control treatment (impact vs. control: clustered 𝐶ℎ𝑖!(1) = 2.174, 𝑝 = 0.140; peer vs. 

control: clustered 𝐶ℎ𝑖!(1) = 0.003, 𝑝 = 0.954; commitment vs. control: clustered 𝐶ℎ𝑖!(1) =

0.313, 𝑝 = 0.576). Directionally, the participation rates in both the impact treatment and the 

commitment treatment were even a bit lower than that in the control treatment. 

Table OA.2 presents the result of logistic regression analyses, where the dependent variable is 

a dummy variable that takes the value one if the student participated in the course evaluation 

and zero otherwise. As in the paper, we correct standard errors for clustering at the student 

level.  
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Figure OA.1. Participation rates by treatment 

 
Note: The confidence bars represent the 95% confidence intervals. 

 

Table OA.2, Model 1 only includes the treatment dummies and confirms that none of our 

nudges significantly affected student participation in course evaluations (all 𝑝 > 0.136). 

Including course grades in the regression would force all the observations to have a valid grade, 

which would lead to the same sample as in the paper. Therefore, Table OA.2, Model 2 only 

includes controls for the student’s average grade (centered on the student-level average 6.54), 

the course size (log-transformed), the course level (bachelor vs. master), and the block in which 

the course took place. Again, we find insignificant treatment effects for all nudges (all 𝑝 >

0.301). In addition, we find that students with better average grades were more likely to 

complete course evaluations (𝑝 < 0.001). Also, students were less likely to complete 

evaluations for larger courses (𝑝 < 0.001). Master-level students did not differ significantly 

from bachelor-level students in their likelihood to evaluate courses (𝑝 = 0.124). Participation 

rates were highest in the first block of the year and lowest in the fifth (last) block. 
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Table OA.2. Logit regression results 

  
Dependent variable: Completed (1 if the student completed course 

evaluation, 0 otherwise) 
Model 1 

coeff (p-value) 
Model 2 

coeff (p-value) 
Model 3 

coeff (p-value) 
Impact -0.118 (0.137) -0.084 (0.302) -0.153 (0.710) 
Peer 0.005 (0.954) -0.007 (0.925) 0.436 (0.280) 
Commitment -0.044 (0.575) -0.019 (0.813) 0.241 (0.556) 

    
Average grade 
(centered)  0.477 (0.000) 0.384 (0.000) 

Course size (log)  -0.117 (0.000) -0.066 (0.209) 
Master (1 if master-
level)  0.097 (0.124) -0.069 (0.572) 

    
Average grade * impact   0.040 (0.609) 
Average grade * peer   0.137 (0.062) 
Average grade * 
commitment   0.213 (0.006) 

    
Course size * impact   -0.012 (0.874) 
Course size * peer   -0.109 (0.136) 
Course size * 
commitment   -0.073 (0.323) 

    
Master * impact   0.401 (0.022) 
Master * peer   0.200 (0.248) 
Master * commitment   0.077 (0.658) 
    
Block 2  -0.259 (0.000) -0.259 (0.000) 
Block 3  -0.193 (0.000) -0.191 (0.000) 
Block 4  -0.150 (0.001) -0.149 (0.001) 
Block 5  -0.714 (0.000) -0.714 (0.000) 
    
Constant -1.301 (0.000) -0.647 (0.000) -0.823 (0.005) 
    
Level of clustering student student student 
Number of observations 36,463 35,890 35,890 
McFadden pseudo R-
squared 0.0004 0.0579 0.0601 

 

Figure OA.2 displays the average marginal treatment effects implied by Model 1 and Model 2. 

As shown in Figure OA.2, the marginal effects of our nudge treatments on students’ likelihood 

of participation are close to zero across the board. By contrast, the marginal effects estimated 

for changes in the students’ average grades, the course sizes, and the academic blocks are non-

zero and tend to be larger in magnitude than the treatment effects. 
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Figure OA.2. Average marginal effects implied by Model 1 and Model 2 

 
Note: Nodes show the average marginal effects on students’ likelihood of participation in the course 
evaluations. Lines indicate the 95% confidence intervals for the marginal effects. 

 

Table OA.2, Model 3 includes interactions of each nudge treatment with the average grade, the 

course size, and the course level (master vs. bachelor). Overall, adding these nine interactions 

significantly improves model performance (𝐶ℎ𝑖!(9) = 20.26, 𝑝 = 0.016). Exploring 

interactions in more detail, we observe that course size did not significantly interact with any 

of the treatments (all 𝑝 > 0.135). However, master-level students appear to have been more 

positively influenced by the impact treatment than students attending bachelor-level courses 

(𝑝 = 0.022). Finally, there is evidence that the commitment treatment was more effective for 

students with higher average grades (𝑝 = 0.006). Both the interaction of the impact treatment 

with course level and the interaction of the commitment treatment with average grade remain 

significant after applying the Romano-Wolf multiple-hypothesis correction (Clarke et al. 2020; 

see also Romano et al. 2010). Figures OA.3 and OA.4 illustrate these interactions. 

Figure OA.3 plots the estimated average effects of the impact treatment for bachelor vs. master-

level courses. We observe that the estimated effect size is negative for students attending 

bachelor-level courses but positive for students attending master-level courses. However, only 

the negative effect for bachelor students is statistically significant; see exact estimates in Table 

OA.B1. 
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Figure OA.3. Impact treatment effects for bachelor-level and master-level courses (Model 
3 estimates) 

 
Note: The confidence bars represent the 95% confidence intervals. Estimates are obtained from Model 3 of 
Table 2. 

 

Table OA.B1. Impact treatment effects (on the likelihood of participation) as a function of 
course level 
 Avg. marginal effect in percentage points (p-value) 

Master 0 -3.064 (0.042) 
1 3.344 (0.157) 

 

Figure OA.4 plots the estimated average effects of the commitment treatment as a function of 

the student’s average grade. We observe that the commitment treatment increased the predicted 

likelihood of participation of students with good average grades. By comparison, the 

commitment treatment decreased the participation likelihood of students with poor average 

grades; see exact estimates in Table OA.B2.  
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Figure OA.4. Commitment treatment effects as a function of average grade (Model 3 
estimates) 

 
Note: Solid line plots the estimated marginal effects of the commitment treatment dummy. Dashed lines 
indicate the 95% confidence intervals. Estimates are obtained from Model 3 of Table OA.2. 

 

Table OA.B2. Commitment treatment effects (on the likelihood of participation) as a 
function of average grade 
 Avg. marginal effect in percentage points (p-value) 

Average grade 

1 -2.088 (0.022) 
2 -2.734 (0.014) 
3 -3.417 (0.010) 
4 -3.958 (0.007) 
5 -4.013 (0.008) 
6 -3.040 (0.026) 
7 -0.438 (0.748) 
8 4.011 (0.105) 
9 9.596 (0.026) 

10 14.696 (0.014) 
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Table OA.B3. Logit regression results for models exploring the mechanisms within the 
commitment treatment 

coeff 
(p-value) 

Dependent variable 

Responded to 
commitment 

email 

Responded with 
“yes” (if 

responded) 

Completed 
evaluation (if 

responded with 
“yes”) 

Completed evaluation 
(if did not respond to 

commitment email) 

Average grade 
(centered) 

0.564 
(0.000) 

0.339 
(0.010) 

0.440 
(0.000) 

0.488 
(0.000) 

Course size 
(log) 

0.003 
(0.965) 

-0.315 
(0.131) 

-0.135 
(0.243) 

-0.188 
(0.000) 

Master (1 if 
master-level) 

-0.277 
(0.114) 

0.265 
(0.591) 

0.016 
(0.956) 

0.219 
(0.095) 

     

Block 2 -0.417 
(0.000) 

0.340 
(0.340) 

0.265 
(0.288) 

-0.366 
(0.007) 

Block 3 -0.744 
(0.000) 

0.306 
(0.551) 

1.350 
(0.000) 

0.087 
(0.459) 

Block 4 -0.793 
(0.000) 

0.113 
(0.811) 

1.124 
(0.002) 

0.121 
(0.305) 

Block 5 -1.332 
(0.000) 

0.701 
(0.421) 

0.859 
(0.143) 

-0.308 
(0.049) 

     

Constant -1.574 
(0.001) 

3.600 
(0.004) 

1.420 
(0.034) 

-1.028 
(0.001) 

     
Level of 
clustering student student student student 

Number of 
observations 8,886 1,110 1,007 7,776 

McFadden 
pseudo R-
squared 

0.0709 0.0514 0.0860 0.0630 

 

Exploring the commitment treatment in more detail, we observe that students with higher 

average grades responded more positively at each stage of the commitment treatment process. 

Compared to students with poor average grades, students with high grades were: (i) more likely 

to respond to the commitment email; (ii) conditionally on responding, more likely to respond 

in the affirmative; and (3) more likely to meet their commitment and actually complete the 

course evaluation after they had committed; see Table OA.B3. 
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